**ПОДХОДЫ К ИЗМЕРЕНИЮ ИНФОРМАЦИИ. ИНФОРМАЦИОННЫЕ ОБЪЕКТЫ РАЗЛИЧНЫХ ВИДОВ. ДИСКРЕТНОЕ (ЦИФРОВОЕ) ПРЕДСТАВЛЕНИЕ ТЕКСТОВОЙ, ГРАФИЧЕСКОЙ, ЗВУКОВОЙ И ВИДЕОИНФОРМАЦИИ**

Задание: выполните конспекты 4 тем в тетради, разберите примеры. Попробуйте решить задачи не подглядывая в решение. Тетради с конспектами и отработанные навыки решения примеров будут проверены на следующей очной паре.

**Рассматриваемые вопросы:**

1.   Подходы к измерению информации.

2.   Информационные объекты различных видов.

3.   Дискретное (цифровое) представление информации.

4.   Представление информации в двоичной системе счисления.

**1.     ПОДХОДЫ К ИЗМЕРЕНИЮ ИНФОРМАЦИИ**

Информация, которую обрабатывает компьютер, представлена двоичным кодом с помощью двух цифр – 0 и 1. Эти два символа 0 и 1 принято называть битами (от английского *binary digit* – двоичный знак).

*Бит* – наименьшая единица измерения объема информации. Следующая по величине единица – байт. Остальные единица измерения информации являются производными от байта – килобайт, мегабайт, гигабайт, терабайт. Ниже в таблице 1 представлены единицы измерения информации и соотношение между ними.

*Таблица 1*

**Единицы измерения информации**

|  |  |  |
| --- | --- | --- |
| **Название** | **Условное обозначение** | **Соотношение** |
| Байт | Байт | 1 Байт = 23 Бит = 8 Бит |
| Килобайт | Кбайт | 1 Кбайт = 210 Байт = 1024 байт |
| Мегабайт | Мбайт | 1 Мбайт = 210 Кбайт = 1024 Кбайт |
| Гигабайт | Гбайт | 1 Гбайт = 210 Мбайт = 1024 Мбайт |
| Терабайт | Тбайт | 1 Тбайт = 210 Гбайт = 1024 Гбайт |

В информатике используются следующие подходы к измерению информации: содержательный и алфавитный.

1.   *Содержательный подход* к измерению информации – сообщение, уменьшающие неопределенность знаний человека в два раза, несет для него 1 бит информации. Количество информации, заключенное в сообщении, определяется по формуле Ральфа Хартли (формула Хартли), которую он ввел в 1928 г: ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAFsAAAAZCAYAAABeplL+AAAAAXNSR0ICQMB9xQAAAAlwSFlzAAAOxAAADsQBlSsOGwAAABl0RVh0U29mdHdhcmUATWljcm9zb2Z0IE9mZmljZX/tNXEAAAI1SURBVGje7Zg9jsIwEIV9AC6AhOn2AGjq3dKkoEYiUapFVMgN9crQpeECdNyDi1BwA+7AKokMjjPOH3F2Ay6mgAg8+fzmzdhkt9sRF92Eg+BgO9gu+grbB3IkBC6hEMO3hp2CILdHtAclilYDb0RObf9vFyG4N6GEXJPcR95pFUUD9fma0Y3KDYLtrJKytwHM4h9Qtt7YSDxNrJ/Klmx0mPdnyEYUwrYNo8+wfaB7SsnZpG5sEwphJ1YC/tFWwn2FndigF3yn6qZXj4uJ+mw6hoPpnXBvEuEQCLnYshATbFmeMvT1s36Pl3EXvg2MLyUjVZDJd+PpAbMQM+ykEdCzumvVGmk+TBumw04+K2V5B6+8jFptmY0xeKQV2AvvS3LR3yHOqUigf1bi6hpSJbpS081MS1WvNqlym9WHRQAgJBc9J85gWSRQ82hm0a912Kburn5vgt0kz0xV1Ph9vCYD9qNWkTwvLAT/KPJrFHYdv27LRqrANlVDXWUnFgn+Xp2bq/6H9Gts9oYwXAIEotahBuuy1m1EHhY0laW5POzs3pQaqFIGD8NPVZl6ryirCF0QatMu2zTcQjpoOGiDVBLGPDmeb9sWQdEhRGdjsomqAjUeNW2OVtm18sCx9XOqbukqIV6zTJHZvPJQMS/v/a2fqUc0nUjK5uKXufVrcnLD1BMDY4zPnx3jHGxd1Yi3csbmTYAV3WE4ZWtH9WcsRD/pYVPGW8O205zbv693sP9JOAgO9mvGL9FFDpS3boQEAAAAAElFTkSuQmA=), где *I* – количество информации (бит), заключенное в сообщении, а *N* – количество равновероятных событий (количество вариантов). Из данной формулы также следует формула: ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAADgAAAAbCAYAAAApvkyGAAAAAXNSR0ICQMB9xQAAAAlwSFlzAAAOxAAADsQBlSsOGwAAABl0RVh0U29mdHdhcmUATWljcm9zb2Z0IE9mZmljZX/tNXEAAAGWSURBVFjD7Vi9sYJAEN4CLOA544YWoNvDDYENKGPmGDmXGDsHGW0Y2oMV2IGBHdCDDgc8Tt4t8ER8b24u2PCW+/b7YQHiOAaXy2lwHqAH6AF+plYERwC454VpINXMOQZ3AvcwCc7bJBk5KdGMRQqjhZMSVWo9ngNeTGk6BTAKaWGTp1Mhg2K375SiSgYzBEjLVKofzORAALcqteBu036fSpLtKJjAmUvGrvJsZFDTrpvTba3U2HoBWh3fzYbujXgqL1wN1A6ySZ6NAKWgjRB0sDGUs4xXbmq9AkMup0uppjZV1dVUDpqTJwswOyhIHGQkvzRTtQm1TW2IlMxYNIFUCiuKURPfkEJlNjJZbDL1IAB7KIb1Xwno2wPFhEpZtAXL8/rEVEcP9xko6z9zWnoNKkyeT3N+qQfPoOxhcHrVDqz/zIYmi1qyA6Rnl0R9C0DTfz8lhykiXLvI5R0S5fbLXgBN/9kXAP6lO/TyXLfOrwG2SUKz8oHXA8v+C89+/p5qWb8yFknIzZ+As6yN/peFB+gB/v96ABGHtQXpXlkrAAAAAElFTkSuQmA=).

2.   *Алфавитный (технический) подход*к измерению информации – основан на подсчете числа символов в сообщении. Если допустить, что все символы в сообщении вычисляются по формуле: ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAEgAAAAZCAYAAACSP2gVAAAAAXNSR0ICQMB9xQAAAAlwSFlzAAAOxAAADsQBlSsOGwAAABl0RVh0U29mdHdhcmUATWljcm9zb2Z0IE9mZmljZX/tNXEAAAHKSURBVFjD7VcxcsIwELwH8IAwg+jyALg+pVHBB8DjKh4qRg11RqZzkw/QUeYN4SMU/gF/SCJ75AhbEjZ2xsZRcY01vrnbu927g/1+D87M5kBwADmAHEC9A2iNcASAr1/DJOB8/IgJckZnBOCS5jGhp00cj9T3rUd2aq7oR8tKHRT5uBQ/EG+76zRBHowRINElV8dkPkUA8jeDf6PDDNnH7ZwyK8g7IXA2dZEOOCtAKc1wfRwCOHG8GVHqv2ZdRC6U8Zn6tpjiwdQI1rbukl6SEibtqKtD6LEwp6tS+PTbdHEw+bcIGzmrSN/X1kWxL5utCFJgmxaKr+iLzKUoHaIQNv+91p8sjmtK1HmX5iNymUuRHczD0Pa/nq8TOPVBf9IOtNCrCkAiHw+9N9VH1tmYrDh7tumPFqA29acJxdqKQ+qPjroYBCGiz2stijql706km8ch/BRHeM6SCnuenl43poY6YUz7Qyv68xMHi9hTkSJ1xruJQlULYFy5TcnLwEXAtyZAO/S8r4uu8yn70GlT42NV6MIc5p9D2a5bv+ZFVbq+zXoNkGj7v9KcwXSQ3I/SUUnoR5MTYHAA5bdMC/fRIAH6j+ZAcAA1s2/0RGcmfVeQgAAAAABJRU5ErkJg), где *Ic*– информационный объем сообщения, N – количество символов (мощность алфавита: ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAADUAAAAbCAYAAADcQMc2AAAAAXNSR0ICQMB9xQAAAAlwSFlzAAAOxAAADsQBlSsOGwAAABl0RVh0U29mdHdhcmUATWljcm9zb2Z0IE9mZmljZX/tNXEAAAGSSURBVFjD7ZcxbsIwFIbfAThAkfDIAYjvYHlgrgRRNsSEvDAjJ1uuwcgZygl6AwZukDu0sk2ocZ5DrJK0ijy8JQEn3/v//9mBoihgbDU6oAgVoSJUhGrUjpE9AL1mUk6jUv+xynI74TM4A8AXYbv9aOynwQg5cSEXo4GSgi8I4adtWU5aofQPASolKyatlNmUAlzr+6pomi/7spYpUrlq1EPCfb9WpfKULs2Cj5Pl4aF0fezbUj9NbIKtKRyxhnoXF4xuGKMHTAmjJrlg3fu9pVbzlZBzzD22Kgo2geQjy9h7p0ypbjHKDiIXb1qRGT/bvtUqOtd6zc5NLRvq7iTELf5FaCrtP9tqKdkxL/c6EAKc4c1TDXH39K0jdZ6eDQcFbg8TtDpmMrSJ3jzZXTFHERNU07Xk0x0eQ4/tIKg6T/Yitlrajj1MvZDNNRjKzlPTTqQiBC5drPAK+/lGdjCUnSd8U8Y3wlcXBuTGohPUM7l19wcY5V6VOz7b+S5pP/ootSgTmz8BQo5s8cs3QkWoYeobFpA9nQIqk9AAAAAASUVORK5CYA==)), *i* – информационный объем 1 символа.

Далее рассмотрим примеры решения задач.

***Пример 1.*** Переведите в биты 12 байт.

*Решение:* так как 1 байт = 8 битам, то 12 байт = 12∙8 = 96 бит.

*Ответ:*96 бит.

***Пример 2.*** Переведите в байты 72 бит.

*Решение:* так как 1 байт = 8 битам, то 72 бит = 72:8 = 9 байт.

*Ответ:* 9 байт.

***Пример 3.*** Определите информационный объем сообщения «Информатика».

*Решение:* в слове «Информатика» 11 символов, по формуле ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAEgAAAAZCAYAAACSP2gVAAAAAXNSR0ICQMB9xQAAAAlwSFlzAAAOxAAADsQBlSsOGwAAABl0RVh0U29mdHdhcmUATWljcm9zb2Z0IE9mZmljZX/tNXEAAAHKSURBVFjD7VcxcsIwELwH8IAwg+jyALg+pVHBB8DjKh4qRg11RqZzkw/QUeYN4SMU/gF/SCJ75AhbEjZ2xsZRcY01vrnbu927g/1+D87M5kBwADmAHEC9A2iNcASAr1/DJOB8/IgJckZnBOCS5jGhp00cj9T3rUd2aq7oR8tKHRT5uBQ/EG+76zRBHowRINElV8dkPkUA8jeDf6PDDNnH7ZwyK8g7IXA2dZEOOCtAKc1wfRwCOHG8GVHqv2ZdRC6U8Zn6tpjiwdQI1rbukl6SEibtqKtD6LEwp6tS+PTbdHEw+bcIGzmrSN/X1kWxL5utCFJgmxaKr+iLzKUoHaIQNv+91p8sjmtK1HmX5iNymUuRHczD0Pa/nq8TOPVBf9IOtNCrCkAiHw+9N9VH1tmYrDh7tumPFqA29acJxdqKQ+qPjroYBCGiz2stijql706km8ch/BRHeM6SCnuenl43poY6YUz7Qyv68xMHi9hTkSJ1xruJQlULYFy5TcnLwEXAtyZAO/S8r4uu8yn70GlT42NV6MIc5p9D2a5bv+ZFVbq+zXoNkGj7v9KcwXSQ3I/SUUnoR5MTYHAA5bdMC/fRIAH6j+ZAcAA1s2/0RGcmfVeQgAAAAABJRU5ErkJg), где *i*– информационный объем 1 символа, который равен 1 байту (1 символ = 1 байту), а *N*– количество символов, то получаем, что *Iс* = 11∙1 = 11 байт = 11∙8 = 88 бит.

*Ответ:* 88 бит.

***Пример 4.*** Какова мощность алфавита, если слово длиной 10 символов несет 30 бит информации.

*Решение:* мощность алфавита вычисляется по формуле ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAADUAAAAbCAYAAADcQMc2AAAAAXNSR0ICQMB9xQAAAAlwSFlzAAAOxAAADsQBlSsOGwAAABl0RVh0U29mdHdhcmUATWljcm9zb2Z0IE9mZmljZX/tNXEAAAGSSURBVFjD7ZcxbsIwFIbfAThAkfDIAYjvYHlgrgRRNsSEvDAjJ1uuwcgZygl6AwZukDu0sk2ocZ5DrJK0ijy8JQEn3/v//9mBoihgbDU6oAgVoSJUhGrUjpE9AL1mUk6jUv+xynI74TM4A8AXYbv9aOynwQg5cSEXo4GSgi8I4adtWU5aofQPASolKyatlNmUAlzr+6pomi/7spYpUrlq1EPCfb9WpfKULs2Cj5Pl4aF0fezbUj9NbIKtKRyxhnoXF4xuGKMHTAmjJrlg3fu9pVbzlZBzzD22Kgo2geQjy9h7p0ypbjHKDiIXb1qRGT/bvtUqOtd6zc5NLRvq7iTELf5FaCrtP9tqKdkxL/c6EAKc4c1TDXH39K0jdZ6eDQcFbg8TtDpmMrSJ3jzZXTFHERNU07Xk0x0eQ4/tIKg6T/Yitlrajj1MvZDNNRjKzlPTTqQiBC5drPAK+/lGdjCUnSd8U8Y3wlcXBuTGohPUM7l19wcY5V6VOz7b+S5pP/ootSgTmz8BQo5s8cs3QkWoYeobFpA9nQIqk9AAAAAASUVORK5CYA==), где *i*– информационный объем 1 символа. Так как в слове 10 символов, а количество информации равно 30 битам, то 1 символ = ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABkAAAAwCAYAAADkStGdAAAAAXNSR0ICQMB9xQAAAAlwSFlzAAAOxAAADsQBlSsOGwAAABl0RVh0U29mdHdhcmUATWljcm9zb2Z0IE9mZmljZX/tNXEAAAFFSURBVFjD7Za7DYMwEIZvgCyAhIdA3iFykQlAVJGoIhoGcOhYgz1YJAUbsAMREINfEGxIQiQXLkDcfffC90Oe5/DpAw7iIOO5nVEGAO1wcB1T6snfUBp7GKBe+mYWco/wBZ1vmeDIJ1VSFCcZgKP7hdksgYSHokhOhERXNSvRQYih5MG9nQ8V4LC06knnkGXGZ8G/mwtmFaSPWIqOpiRAAA0rFV9mANSQlAarIMzR0FTRcHAGrR6ivn+byQSbyrA7RGc8V66hJwbl0v0PI2Tvxk+Rowcf4aYRZqVgUTJjOWq5ZEtZqBDhqlAna34CDa8Vd9U7yB9Dpv9j+3E9cZAfQtjKlfeIjXrUi7tuw71mXQcxVY9vJZEOYrp6jSE2IsIcYqEejSE2wu6YEBv1eMzGf2WEbdSjFtJHKmw51YGJenRX/TEhT921zWWLFT49AAAAAElFTkSuQmA=) = 3 бит, тогда мощность алфавита равна ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAFEAAAAfCAYAAACf3SEqAAAAAXNSR0ICQMB9xQAAAAlwSFlzAAAOxAAADsQBlSsOGwAAABl0RVh0U29mdHdhcmUATWljcm9zb2Z0IE9mZmljZX/tNXEAAAIBSURBVGje7ZjNjcIwEIWnAAoACe+NAsA9eHOgAYi4IU7IF87IcEsNe+NID1RABxzogB52186aeI2dkI3jrNAcRuJHOONvnt+Mgf1+DxjNAiEgRISIEP9DCJ6MCcANAD6Bzg8IsS5AsRjQt/ePVZb11GuAK013U4RYI3ac9yVA/X5O4YAQmwBN6RSPc4OQCkRPDNhgCFtvEGKDWDOygWFyMn2yM4i/xobvsKurO6H+XkZoQ8+yVS8Zwql4BrklXIy78EVVHGOvrmeUJ6V+SK8LIQbOTbaQtFqbkKOGVhTND1LnE7qYOcBi/zoXW1jeBTijS8bo1qW0XK3kUqWOv/nbbDTjYlTleUWR2zkN96ZlCUWBtT7zqoFRtuU73leKs7xGbSCi//gUEMVnjQLJPCZAzrZ4/EnTVJgVNystKxRzQ20qv543P1qbF6IEZ9JXnvQj4Wf95z6/lcWTnhqiaE3yKZpLDYjSD82q54vkxp6rYnJ2LdaaCkly7GJ0MQtY1mi9fmgmbaox5hXL7tRdz5738a+qsZh++HgcyI0QuDxztEIc55B/KtTNxzfG2WOPE6Lph+4hvHrwDbVpOw/bZqI0FddkUgax6vioakYYbbyqiXyt0w1FnzwN1jts29cbnxop48tOADquoDFBluXwMn9AdBkIASEiRISIgRARIkJ8wfgCsr9951mm4JEAAAAASUVORK5CYA==) символам.

*Ответ:* 8 символов.

***Пример 5.*** Объем сообщения – 7,5 Кбайт. Известно, что данное сообщение содержит 7680 символов. Какова мощность алфавита?

*Решение:* воспользуемся формулой ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAEgAAAAZCAYAAACSP2gVAAAAAXNSR0ICQMB9xQAAAAlwSFlzAAAOxAAADsQBlSsOGwAAABl0RVh0U29mdHdhcmUATWljcm9zb2Z0IE9mZmljZX/tNXEAAAHKSURBVFjD7VcxcsIwELwH8IAwg+jyALg+pVHBB8DjKh4qRg11RqZzkw/QUeYN4SMU/gF/SCJ75AhbEjZ2xsZRcY01vrnbu927g/1+D87M5kBwADmAHEC9A2iNcASAr1/DJOB8/IgJckZnBOCS5jGhp00cj9T3rUd2aq7oR8tKHRT5uBQ/EG+76zRBHowRINElV8dkPkUA8jeDf6PDDNnH7ZwyK8g7IXA2dZEOOCtAKc1wfRwCOHG8GVHqv2ZdRC6U8Zn6tpjiwdQI1rbukl6SEibtqKtD6LEwp6tS+PTbdHEw+bcIGzmrSN/X1kWxL5utCFJgmxaKr+iLzKUoHaIQNv+91p8sjmtK1HmX5iNymUuRHczD0Pa/nq8TOPVBf9IOtNCrCkAiHw+9N9VH1tmYrDh7tumPFqA29acJxdqKQ+qPjroYBCGiz2stijql706km8ch/BRHeM6SCnuenl43poY6YUz7Qyv68xMHi9hTkSJ1xruJQlULYFy5TcnLwEXAtyZAO/S8r4uu8yn70GlT42NV6MIc5p9D2a5bv+ZFVbq+zXoNkGj7v9KcwXSQ3I/SUUnoR5MTYHAA5bdMC/fRIAH6j+ZAcAA1s2/0RGcmfVeQgAAAAABJRU5ErkJg), *i* – информационный объем одного символа, *i* = ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAL0AAAA0CAYAAADfaDkgAAAAAXNSR0ICQMB9xQAAAAlwSFlzAAAOxAAADsQBlSsOGwAAABl0RVh0U29mdHdhcmUATWljcm9zb2Z0IE9mZmljZX/tNXEAAATYSURBVHja7Vw7UuQwEPUBOMBShYmWA4DZlNCILeKtHVxEbBFQlBNiypBNsFyAjJCAeBNOwA024AbcYXdkj2yp1ZI9H89YwwteUXhsWVY/dT+1rY7u7+8jAPhMwCAAID0AgPQAANIDAEgPACD9puMuS06jKPrHIcnuTun54/HlltiJXqtzkvfzothWv12n8Y3RRnL2RK8vivPtJIreuesBkH4lOEuiJ570NiFrUjNkrn5rrlHkjtPrG0p4NZmqCQfig/QrREnC3ePHy/F4y/L+hNiK8Jz3rycPd412rDxnR7yq+9VRg5lEAEjfj7TJ8y+U8BU54weRF/tUArkIz00KOaEOovhNtcN5fi5CACD92r1/7Y0nHjoTcVHLH81j21rflkdFLvbjKPqgE6eaUPGHPskAkH6lkJ7X0OFTskoiq+P14tep7W3Su6JFlygCgPS9ofTWcfzcRdpUC2DTQ8tjcmI0GaGG+CA9SD9MaSO9eiyeddniIiXV8OX/muSpI8Q0GrjkTdUO5A1IPxBpo5OVHte1uCsLoy9SsZAF6YOQNsYClSP01LPri107SjSERsoSpB+8tKESR3lpTqoouaPOUYTmFsWGJIKXB+mHJG044vs+UaCfIXDt6dkgEB6kBwCQHgBAegAA6QGQHoMAgPQAANIDwOaS3rUFDgBCBjw9AE+PQQBAegAA6QEApB80ipE4wuYK2GKjSW8WQuL3oAKwhZf0s1bvoqCFkHyf3ipYVb7IgOl90ttbduGjqu9Ne22fDq8CoVRTC8kWraT1Ve+yBsz47rv7RDGuJYYojydnD3TrnDreJ8HWTfhZ7bGuamqh2cKe5R2rd7kMNG/nXJudaRElhUyIC27H0sbJhQCqqYVmC3N2daze1erlyb7PNnj3i3IheHIvMSqOaGTxGnzqHbNcfNc3bTdywJxw+jY9QzJM+1h7Iq3PPk87l7cLoJpaiLaY29t00eWdpQ0z4L7Qmqfpj5OT+Lc+OFzVr1qfqpIak//lRm7Vt3pjdyYu6P5V7v5GjZpJm/o9leak3rJv77/uamoh2qKT7OgiWa6urr7OuxBiF2sOb6kbTx8YajQ6yNwCqchHe6O82OOklVWTRundNL1V+rX2gufJLzlGrojl1uXtz9tmj3VWUwvRFq2kd5W4mGUh0j17Q+rBOCaMd8GrDTRd/fs0qkvL2uQ6eJMDbZTwOBQvQmQXPomwLAytmlqotmjPqDhKXHTNPLQRgJuRvgnjrx5WGdn1wL6MhS2tzHtwmriKaP6wvlRpM7BqaqHaYinSZhHSc6HPF5q4h6HRwbUe4AxI25P9OYzjP9KTUA3ZNjFdi75lyZuhVVML0RZe0i8ibepUVpIUbZp+1rDKDSI9l3vgRvsyL2y0qmPHu8ljuTBjNKRvUPuuPDbEamqh2mIuaUMXMJxBZEfasjc+/V5HAGIo9iUV0ZXUi5SGmLQjDqMXeZ76JoQOjkoFqpy2/CufobpH/Fe1xw2q6te3LP+ZJpXW7FvauNZPq6qmFqot5pI2NFeaF6M945uLDgtYLsXJh1Y7xdZWOcxKz00GxDhGX8ho7XAZCWf2gMlY9KXph1pNLURbLGyMz/BmFNgsLBxy5ds4DCSw8aT3ZVcAYKM9PQCA9AAA0gMASA8AID0ArBr/ASsYP/6jRYqUAAAAAElFTkSuQmA=) = 1 байт = 8 бит. Тогда мощность алфавита равна ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAGUAAAAfCAYAAAD+xQNoAAAAAXNSR0ICQMB9xQAAAAlwSFlzAAAOxAAADsQBlSsOGwAAABl0RVh0U29mdHdhcmUATWljcm9zb2Z0IE9mZmljZX/tNXEAAAJoSURBVGje7VnLjcIwEJ0CKGCR8G0pANyDlQMNQMQNcUAoF87IcIu0VXCkByqgAw50QA/sJlknxvEEs5vfZucwEiRgT+bNvDeewH6/B7J2GQWBQCEjUAiUek0G3ogB3ADgDsBuXiBHBEqDFobLnjeAExPrTfR9LdgGBt5pGYY9AqWpKpHz/hjYWVXHzucTAH6dS9knUBq0GYeDqo7oM/d3E6KvllBYpCldAuTvg8L5x5jBmYS+LYAwdlRAxFTWZU15bDXhrjocXWQ5wFXdr4I+dGqytbyJj+yirpnCX6cvOZ3T4mLGzr5mPplQZ5KOxv6ndFE+O1RdBVkSZMFQ19RDV9V9ufiCJTOWrHH7Ht0viB3qUCD4Qgi+tS1uZmq5h8LpcBrIoe2B9cyr4/Do6ouqEqwyTECeMQuaIYKLbbAL3uKKMA5mcWbWeFgzK6PpM5Lpy0OCIHFRzONC9fjG3JfYYi5ZUf5IpZrKLMOXlJIQ6krp/gsw32My/R0CIKonatGUR785UG3wDHFT9KzmqEllJEFZ/th8Wa1W7/kmKNM4vZIeddC+J6on+UxIeDvZYHyuq/2M92PesQ1zLVdfVMBNAMxEThIlr4eonugb69USb1BB1+XS/bTpbPRKRWGgYMJfqCc2VBmDiwuVlEEXZc60fuvPq77ooGAdWwKWQ6XoemLvw+sZadiCYNJqXfYTX3zOpaJ47FyHvXJ4qUT1yWzVQbBmcgPvTJ75YotZFGwTRFNnVJLbCgCwtg6rFi6CRSNBKBhbNOmLbeyE+ZlNSYrHU50Zd3fJKAgEChmBQqCQESgEChmB8s/tE13lA2lXiWMiAAAAAElFTkSuQmA=) символам.

*Ответ:* 256 символов.

**2.     ИНФОРМАЦИННЫЕ ОБЪЕКТЫ РАЗЛИЧНЫХ ВИДОВ**

*Информационный объект* – обобщающее понятие, описывающее различные виды объектов; это предметы, процессы, явления материального или нематериального свойства, рассматриваемые с точки зрения их информационных свойств.

Информационные объекты могут быть простыми и комплексными. К простым информационным объектам относятся: звук, изображение, текст, число. Комплексные (структурированные) информационные объекты – элемент, база данных, таблица, гипертекст, гипермедиа.

Стремление зафиксировать, сохранить надолго свое восприятие информации было всегда свойственно человеку и обществу в целом. Мозг человека хранит множество информации, и использует для хранения ее свойств способы, основа которых – двоичный код, как и у компьютеров. Двоичный код – это способ представления данных в виде кода, в котором каждый разряд принимает одно из двух возможных значений 0 или 1.

Человек всегда стремился иметь возможность поделиться своей информацией с другими людьми и найти надежные средства для ее передачи и долговременного хранения. Для этого в настоящее время изобретено множество способов хранения информации на внешних носителях и ее передачи на огромные расстояния.

Существую основные виды информации по способам ее кодирования и хранения:

1)  *графическая информация* – первый вид, для которого был реализован способ хранения информации об окружающем мире в виде наскальных рисунков, а позднее в виде картин, фотографий, схем, чертежей и т.п.;

2)  *звуковая информация* – мир вокруг нас полон звуков, и задача их хранения и тиражирования была решена с изобретением звукозаписывающих устройств в 1877 г. Разновидностью звуковой информации является музыкальная информация – для этого вида был изобретен способ кодирования с использованием специальных символов, что делает возможным хранение ее аналогично графической информации;

3)  *текстовая информация* – способ кодирования речи человека специальными символами – буквами, причем разные народы имеют разные языки и используют различные наборы букв (алфавиты) для отображения речи. Особенно большое значение этот способ приобрел после изобретения бумаги и книгопечатания;

4)  *числовая информация* – количественная мера объектов и их свойств в окружающем мире. Аналогично текстовой информации для ее отображения используется метод кодирования специальными символами – цифрами, причем системы кодирования (счисления) могут быть разными;

5)  *видеоинформация*– способ сохранения «живых» картин окружающего мира, появившийся с изобретением кино.

Для передачи информации на большие расстояния первоначально использовались кодированные световые сигналы, с изобретением электричества – передача закодированного определенным образом сигнала по проводам, позднее – с использованием радиоволн.

Создатель общей теории информации и основоположник цифровой связи Клод Шеннон впервые обосновал возможность применения двоичного кода для передачи информации. С появлением компьютеров вначале появилось средство для обработки числовой информации. Однако в дальнейшем, особенно после широкого распространения персональных компьютеров, компьютеры стали использоваться для хранения, обработки, передачи и поиска текстовой, числовой, графической, звуковой и видеоинформации. Хранение информации при использовании компьютеров осуществляется на магнитных дисках или лентах, на лазерных дисках (CD и DVD), специальных устройствах энергонезависимой памяти (флэш-память и пр.). Эти методы постоянно совершенствуются, изобретаются новые устройства и носители информации.

Особым видом информации в настоящее время можно считать информацию, представленную в глобальной сети Интернет. Здесь используются особые приемы хранения, обработки, поиска и передачи распределенной информации больших объемов и особые способы работы с различными видами информации. С помощью компьютера возможно создание, обработка и хранение информационных объектов любых видов, для чего служат специальные программы. Ниже в таблице 2 приведены основные виды программ и соответствующие информационные объекты, которые с их помощью создаются и обрабатываются.

*Таблица 2*

**Список программ, использующихся для обработки и хранения**

**информационных объектов различных видов**

|  |  |
| --- | --- |
| **Программы** | **Информационные объекты** |
| Текстовые редакторы и процессоры | Числовая и текстовая информация |
| Графические редакторы и пакеты компьютерной графики | Графические объекты (чертежи, рисунки, фотографии т т.п.) |
| Табличные процессоры | Числовые данные |
| СУБД – системы управления базами данных | Базы данных |
| Пакеты мультимедийных презентация | Компьютерные презентации |
| Клиент-программа электронной почты | Электронные письма, архивы, адресные списки |
| Интернет браузер | Web-страницы, файлы из архива интернета |

Данный список не является полным, так как развитие в сфере информатизации общества постоянно развивается и вносит в жизнедеятельность человека все новые и новые программы для обработки, передачи, хранения информационных объектов.

**3.     ДИСКРЕТНОЕ (ЦИФРОВОЕ) ПРЕДСТАВЛЕНИЕ ИНФОРМАЦИИ**

*Дискретизация* – это преобразование непрерывных изображений и звука в набор дискретных значений в форме кодов.

В настоящее время все чаще данные, изначально имеющие аналоговую форму (речь, телевизионное изображение), передаются по каналам связи в дискретном виде, то есть в виде последовательности единиц и нулей. Процесс представления аналоговой информации в дискретной форме называется дискретной модуляцией. В отличие от аналоговых машин, оперирующих непрерывной информацией, современные компьютеры имеют дело с дискретной информацией, на входе и выходе которых в качестве такой информации могут выступать любые последовательности десятичных цифр, букв, знаков препинания и других символов. Внутри системы эта информация кодируется в виде последовательности сигналов, принимающих лишь два различных значения. В то время, как возможности аналоговых машин ограничены преобразованиями строго ограниченных типов сигналов, современные компьютеры обладают свойством универсальности, иными словами, компьютер может производить преобразования любых буквенно-цифровых данных благодаря программе, составленной для выполнения той или иной задачи. Свойство универсальности компьютера не ограничивается возможностью оперирования одной лишь буквенно-цифровой информацией. В данном виде может быть представлена (закодирована) любая дискретная информация.

Таким образом, компьютеры могут рассматриваться как универсальные преобразователи информации.

**4.     ПРЕДСТАВЛЕНИЕ ИНФОРМАЦИИ В ДВОИЧНОЙ СИСТЕМЕ СЧИСЛЕНИЯ**

К достоинству двоичной системы счисления относится – простота совершаемых операций, возможность автоматической обработки информации с использованием двух состояний элементов ПК.

*Кодирование* – это операция преобразования знаков или групп знаков одной знаковой системы в знаки или группы знаков другой знаковой системы. Декодирование – расшифровка кодированных знаков, преобразование кода символа в его изображение. Двоичное кодирование – кодирование информации в виде 0 и 1.

Способы кодирования и декодирования информации в компьютере, в первую очередь, зависит от вида информации, а именно, что должно кодироваться: числа, символьная информация (буквы, цифры, знаки), графические изображения, звук.

*1.   Двоичное кодирование чисел –* для записи информации о количестве объектов используются числа. Числа записываются с использованием особых знаковых систем, которые называют системами счисления.

*2.   Двоичное кодирование текста* – присвоение символу определенного кода – это вопрос соглашения, которое фиксируется в кодовой таблице. В качестве международного стандарта была принята кодовая таблица ASCII (American Standard Code for Information Interchange) – на 1 символ отводится 1 байт (8 бит), всего можно закодировать 256 символов. С 1997 г. появился новый международный стандарт Unicode, который отводит для кодировки одного символа 2 байта (16 бит), и можно закодировать 65536 различных символов.

*3.   Двоичное кодирование графики –*пространственная дискретизация – перевод графического изображения из аналоговой формы в цифровой компьютерный формат путем разбивания изображения на отдельные маленькие фрагменты (точки) где каждому элементу присваивается код цвета. Пиксель – минимальный участок изображения на экране, заданного цвета. Растровое изображение формируется из отдельных точек – пикселей, каждая из которых может иметь свой цвет. Двоичный код изображения, выводимого на экран храниться в видеопамяти. Кодирование рисунка растровой графики напоминает – мозаику из квадратов, имеющих определенный цвет. Для хранения черно-белого изображения используется 1 бит, цветные изображения формируются в соответствии с двоичным кодом цвета, который хранится в видеопамяти. Цветное изображение на экране формируется за счет смешивания трех базовых цветов – красного, зеленого и синего.

*4.   Двоичное кодирование звука*– в аналоговой форме звук представляет собой волну с непрерывно меняющейся амплитудой и частотой. На компьютере работать со звуковыми файлами начали с начала 90-х гг. В основе кодирования звука с использованием ПК лежит – процесс преобразования колебаний воздуха в колебания электрического тока и последующая дискретизация аналогового электрического сигнала. Кодирование и воспроизведение звуковой информации осуществляется с помощью специальных программ (редактор звукозаписи). Временная дискретизация – способ преобразования звука в цифровую форму путем разбивания звуковой волны на отдельные маленькие временные участки, где амплитуды этих участков квантуются (им присваивается определенное значение).

*5.   Представление видеоинформации* – в последнее время компьютер все чаще используется для работы с видеоинформацией. Простейшей такой работой является просмотр кинофильмов и видеоклипов. Следует четко представлять, что обработка видеоинформации требует очень высокого быстродействия компьютерной системы. Что представляет собой фильм с точки зрения информатики? Прежде всего, это сочетание звуковой и графической информации. Кроме того, для создания на экране эффекта движения используется дискретная по своей сути технология быстрой смены статических картинок.